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To What Degree Does Rapid Guessing Distort Aggregated Test 
Scores? A Meta-analytic Investigation
Joseph A. Rios , Jiayi Deng , and Samuel D. Ihlenfeldt

University of Minnesota, Twin Cities, Minnesota, USA

ABSTRACT
The present meta-analysis sought to quantify the average degree of aggre-
gated test score distortion due to rapid guessing (RG). Included studies 
group-administered a low-stakes cognitive assessment, identified RG via 
response times, and reported the rate of examinees engaging in RG, the 
percentage of RG responses observed, and/or the degree of score distortion 
in aggregated test scores due to RG. The final sample consisted of 25 studies 
and 39 independent samples comprised of 443,264 unique examinees. 
Results demonstrated that an average of 28.3% of examinees engaged in 
RG (21% were deemed to engage in RG on a nonnegligible number of items) 
and 6.89% of item responses were classified as rapid guesses. Across 100 
effect sizes, RG was found to negatively distort aggregated test scores by an 
average of 0.13 standard deviations; however, this relationship was moder-
ated by both test content area and filtering procedure.

For over a century, researchers have warned that in certain circumstances test scores can be con-
taminated by item responses that are not reflective of examinees’ maximal effort (see Wise & Smith, 
2011). Such a concern has been raised as a validity threat in the Standards for Educational and 
Psychological Testing (American Educational Research Association et al., 2014) and has spurred 
extensive research into noneffortful responding (i.e., responding with intentional disregard for item 
content; e.g., Meade & Craig, 2012; Wise, 2017). One form of noneffortful responding that has gained 
exponential attention in the literature is rapid guessing (RG), which occurs when an examinee 
provides a response in a time that would not allow one to read the item stem or response options, 
solve the problem, and provide an answer. Assuming that sufficient time is provided to respond to an 
item, RG has largely been shown to occur in testing contexts in which assessment results have little to 
no personal consequences for examinees (i.e., low-stakes testing contexts; Wise & DeMars, 2005). One 
hypothesis for this consistent finding is that, for some examinees, test-taking effort may dissipate when 
an assessment activity is perceived to hold minimal personal value (Wise, 2017).

Given the potential for RG to undermine the validity of inferences made from such measurement 
contexts, it is critical for practitioners to become aware of the degree to which aggregated test scores 
can be distorted due to RG and how such a relationship is moderated by sample, assessment, and 
methodological factors.1 To that end, we conduct a meta-analysis of primary studies that group- 
administered a low-stakes cognitive assessment, identified RG via response times (RT), and reported 
the rate of examinees engaging in RG, the percentage of RG responses observed, and/or the degree of 
score distortion in aggregated test scores due to RG. In the sections that follow, we elaborate on how 
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RG is classified in practice, methods for dealing with RG in scoring test performance once identified, 
the impact of RG on measurement properties and test performance results, and the need for the 
current meta-analysis.

Identification of rapid guessing in practice

Response times have been the most popular source of information utilized to identify RG in both the 
literature (e.g., Rios et al., 2017) and operational testing contexts (e.g., Wise & Kuhfeld, 2020). In this 
approach, a RT threshold is defined in which any response provided in less time than the defined 
criterion is considered to be RG (for details, see Rios & Deng, 2021; Wise, 2017). The extensive 
adoption of RT as a proxy for RG is associated with its ability to be unobtrusive (i.e., examinees are 
unaware that their behavior is tracked) and identify RG on an item-by-item basis for each examinee 
(e.g., Silm et al., 2020).

This latter strength is of particular importance as prior research has demonstrated that exam-
inees’ employment of RG can change throughout a test administration, given cognitive fatigue and 
decreased interest in the assessment activity (e.g., Wise, 2017; Wise & Kingsbury, 2016). The 
capability of RT methods to identify RG at the item response level allows for the investigation of 
item characteristic correlates associated with RG, which can be used to modify test development 
practices to reduce RG. Additionally, it provides several scoring advantages, which are discussed in 
the next section.

Filtering approaches for dealing with RG in scoring test performance

Upon identifying RG, practitioners are next confronted with how to handle such responses in scoring. 
Given the ability to identify RG at the item response level for each examinee, two approaches have 
been widely adopted to report aggregated group scores (i.e., not individual scores; see Rios et al., 2014). 
The first, referred to as examinee-level filtering, employs listwise deletion of examinee data for those 
individuals employing RG on a percentage of items that exceeds an acceptable level predefined by 
practitioners/researchers. The rationale of such an approach is that data from these examinees is 
untrustworthy, and consequently, should be removed prior to data analyses. Although a simple 
approach, it assumes that examinees engaging in RG are representative of the entire ability continuum 
(i.e., RG is unrelated to examinees’ underlying ability). If this assumption is untenable, listwise 
deletion will result in either an inflation or underestimation of the true mean depending on whether 
filtered examinees are predominately of low or high ability (Rios et al., 2017).

An alternative to examinee-level filtering is to filter individual item responses. This latter 
approach avoids the loss of extensive data that is seen in applications of the former (i.e., examinee- 
level filtering can exclude as much as 25% of sample data; Rios et al., 2014) by including data from 
all examinees engaging in RG when estimating model parameters (with the intention of making 
aggregate-level inferences). Similar to examinee-level filtering, this approach assumes that RG can be 
identified correctly and that any response not classified as RG is a valid indicator of examinee ability. 
Based on this latter assumption, proponents of this approach argue that although an examinee may 
engage in RG, their data may possess valid responses that can be used in estimating ability (e.g., Rios 
& Soland, 2021b; Wise & Kingsbury, 2016). To this end, a number of Item Response Theory (IRT) 
models have been proposed (for a review, see Deribo et al., 2021; Liu et al., 2019; Wise & Kingsbury, 
2016), with some (e.g., Effort-Moderated IRT model) showing improved estimation accuracy over 
traditional models that ignore the presence of RG (e.g., Liu et al., 2019; Rios & Soland, 2021a). 
However, it should be noted that these scoring approaches cannot fully mitigate bias from none-
ffortful responding, particularly when RG is related to the underlying ability of examinees (i.e., data 
treated as missing/not-administered are non-ignorable; see Rios & Soland, 2021a).
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Influence of RG on measurement properties and test performance results

Regardless of the identification and filtering approaches utilized, RG has been documented via both 
simulation and applied analyses to bias estimates of item and measurement properties, such as: (a) 
item difficulty and discrimination (e.g., Rios & Soland, 2021b); (b) item and test information (e.g., van 
Barnevald, 2007); (c) measurement invariance (e.g., Rios, 2021a); and (d) linking coefficients 
(Mittelhaëuser et al., 2015). In terms of aggregate-level score-based inferences, simulation research 
has demonstrated that mean performance (based on sum scoring) can be underestimated by more 
than 0.20 standard deviations (SDs) when RG responses comprise as little as 6% of total item responses 
(Rios et al., 2017). Given that effort (as measured by the absence of RG) has been shown to be highly 
related to achievement (r = .72; Silm et al., 2020), some researchers have found RG to underestimate 
test performance results to a non-negligible extent across a multitude of testing contexts (e.g., DeMars 
et al., 2013; Osborne & Blanchard, 2011; Wise & DeMars, 2010). However, others, such as Wise et al. 
(2020), have documented and argued that RG has minimal impact on estimates of group-based 
performance.

These contradictory findings can be attributed to a number of factors. First, RG is sample 
dependent, as prior research has found that RG behavior differs based on examinee demographic 
characteristics (e.g., Rios & Guo, 2020). Second, RG has been shown to be associated with various 
item characteristics (e.g., item length, complexity, position), suggesting that the degree of RG 
observed may be dependent on assessment features (e.g., Guo et al., 2022; Rios & Guo, 2020; 
Wise et al., 2009). Third, some researchers have proposed that RG is ability dependent – primarily 
lower ability examinees engage in RG (e.g., Rios et al., 2017). This would suggest minimal bias in test 
scores given that examinees engaging in RG possess a low true probability of successfully answering 
items in which RG is employed. Finally, differences between studies may reflect the filtering 
approaches employed and the degree to which observed data meet the assumption that RG is 
unrelated to examinee ability. The contradictory findings in the literature concerning the influence 
of RG on test score distortion suggests that such a relationship is not automatic (i.e., RG is not 
always associated with significant test underperformance) and instead may be based on a number of 
contextual factors.

Study rationale and objective

The need to better understand the association between RG and test performance results, as well as the 
contextual factors that influence this relationship calls for a meta-analytic investigation; however, to 
date, such an analysis has not been conducted. While few would be surprised to find that RG distorts 
score estimates in operational settings, the typical degree of distortion is less certain and has varied 
widely across prior research. In fact, the only meta-analysis that has attempted to quantify the 
influence of motivational issues on test scores was conducted by Wise and DeMars (2005). In their 
study, the authors compared performance between examinee subgroups administered the same test 
under high- and low-stakes testing contexts. Across 12 empirical studies and 25 effect sizes, they found 
that examinees in the high-stakes condition scored 0.59 standard deviations higher than their low- 
stakes counterparts.

This finding is often miscited as the average degree of underperformance expected due to low test- 
taking effort. However, such an interpretation is limited in that the meta-analysis compared perfor-
mance by test-stakes, which does not generalize to estimated test underperformance due to RG in 
practice. This lack of generalization is present because examinees: (a) cannot be randomly assigned to 
test-stake conditions in most operational settings; and (b) in naturalistic settings, may be unaware of 
the test-stakes prior to engaging with the assessment (e.g., when repurposing accountability test results 
to make individual instructional decisions; see Rios & Soland, 2021a). Furthermore, given that 
examinee employment of RG may fluctuate throughout a test, due to item (e.g., item difficulty) or 
test (e.g., test length) characteristics (Wise, 2017), it is unclear how assessment type, examinee 
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characteristics, or incentive type in the high-stakes testing contexts impacted the results. This is 
particularly an issue as Wise and DeMars (2005) did not investigate moderating factors. Due to 
these limitations, it is unclear the extent to which RG distorts aggregated test scores.

To address this limitation, the objective of this study is to conduct a meta-analytic review of 
primary studies that investigated the influence of RG on test performance results for low-stakes group- 
administered cognitive assessments. Although limited in that the true influence of RG is unknowable 
based on the use of an indirect proxy (RT) of examinee behavior, such an approach provides the best 
estimate of score distortion in practice. In saying that, the intended objective of this study is addressed 
via the following research questions:

(1) What is the average percentage of examinees that engage in and responses classified as RG?
(2) What is the mean distortion of aggregated scores associated with RG?
(3) How is the association between RG and test performance results moderated by publication 

type, participant age, test content, test length, and RG classification and filtering procedures?

Results from this meta-analysis have the potential to inform practitioners of both the extent to which 
RG can distort group level test performance results and the contextual factors that drive this 
relationship.

Method

Search strategy

Four search strategies were employed to identify potential studies for inclusion: (a) academic database 
searches; (b) Internet browsing; (c) backward and forward citation searches; and (d) expert consulta-
tion. Data collection was completed on September 4, 2020 by the second and third authors. A detailed 
description of each search strategy, in the order conducted, is provided below.

Academic database search
The following academic databases were searched to identify relevant studies: PsycINFO (via Ovid); 
ERIC (via EBSCOhost); Education Source (via EBSCOhost); and Academic Search Premier (via 
EBSCOhost). “Rapid guess” and “response time” were entered as key terms with the Boolean operator 
“AND” and the Boolean modifier asterisk (“*”). The “AND” was applied between the two keywords to 
help narrow the search and improve precision. The asterisk (“*”) was utilized right after the “Rapid 
guess” term to include multiple formats of the word “guess” (e.g., guess, guesses, guessing, and 
guessed). Additionally, only studies published in the English language were included. No other initial 
restrictions were placed on this search.

Internet browsing
The next approach employed was an Internet search using Google Scholar. The key terms employed in 
the Internet search were identical to those used in the academic database search. Results produced in 
Google Scholar were sorted by relevance. However, only the first 660 of the 1,000 accessible articles 
were included for review, given the decreasing positive hit rate.2

Citation searching
Beyond academic database and Internet browsing, backward and forward citation searching were also 
employed. The backward citation search was composed of two parts. The first consisted of searching 
the reference lists of two pertinent review articles (Silm et al., 2020; Wise, 2017) identified by the first 

2For example, only 12 items (approximately 3.3%) were potentially relevant to the topic of current review from the 301st to the 660th 
result. Due to this low hit rate, our search consisted of the first 660 results.
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author. The latter part involved searching the reference list of all articles found to meet our eligibility 
criteria (described below) from the academic database and Internet searches. Both backward citation 
searches were conducted using the Social Sciences Citation Index and Google Scholar. All studies 
found using backward citation searching were then evaluated based on the eligibility criteria, and if 
accepted, were included for additional referencing.

Upon completing the backward citation search, forward citation searching (i.e., searching for 
studies that cited the manuscript of interest) was employed to examine studies that met the eligibility 
criteria from the search strategies noted above. To this end, the title for the study of interest was typed 
into Google Scholar, and the cited by link was clicked on. Any study included from this strategy (based 
on meeting the eligibility criteria) also underwent backward and forward citation searching. This 
process was repeated until no new articles met the eligibility criteria. Both citation search strategies 
were completed by September 4, 2020.

Expert consultation
This search strategy was conducted by directly emailing researchers known to have conducted work 
and/or published extensively on the topic of rapid guessing. Each individual was contacted to ascertain 
whether they had conducted unpublished research that met our inclusion criteria and/or knew of such 
research authored by others. A total of six researchers, with academic and industry affiliations within 
the United States and Europe, were emailed.

Eligibility criteria

To further elucidate the rationale for article inclusion, we describe the eligibility criteria along three 
dimensions: (a) data type; (b) RG identification methodology; and (c) outcome measures.

Data type
To be included in this meta-analysis, studies had to use empirical data in studying RG responses. 
Either primary or secondary data collected from a group-administered, low-stakes cognitive assess-
ment (i.e., assessments of maximum performance) were acceptable. No further restrictions were 
placed on examinee (e.g., age, country of origin, ethnicity, language) nor assessment (e.g., length, 
item types) characteristics.

RG identification methodology
Only studies utilizing RT as a proxy of RG were included, given the fact that this procedure can 
identify RG on an item-by-item basis. Primary studies could employ any one of the RT threshold 
methods outlined by Wise (2017) as they are the most popular in practice (Silm et al., 2020).3

Outcomes
The outcome measures of interest were: (a) percentage of examinees engaging in RG; (b) percentage of 
item responses classified as RG; and (c) differences between unfiltered and filtered data on group test 
performance results. The first two variables were included for descriptive purposes to answer our first 

3We acknowledge that there are other approaches for identifying and accounting for RG. As an example, research has investigated 
the utility of employing mixture models to mitigating bias from RG via simulations and empirical examples. Although these models 
have a similar purpose to the methods covered in this meta-analysis (i.e., to identify and downweight RG responses), they have 
received minimal applications in operational settings. This is largely due to their computational demands, sample size require-
ments, model convergence issues, and assumptions concerning underlying response time distributions, which if untenable, can 
lead to incorrect inferences (Molenaar, Bolsinova, & Vermunt, 2018). With that said, the methods examined in this paper possess 
their own assumptions. For example, similar to mixture models, they assume that RG can be effectively distinguished based on 
response time distributions, which if untenable, can lead to biased item and ability estimates (Rios, 2022a). Although both 
approaches have their own limitations, the focus in this study is on threshold methods that are more widely utilized in applied 
contexts (see Rios & Deng, 2021). For those interested in learning more about flexible mixture modeling approaches that employ 
computationally efficient parameter estimation, see Nagy and Ulitzsch (2021).
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research question, and were not included in the moderator analyses. In regards to (a), we first coded 
for the proportion of examinees who engaged in any amount of RG, and the proportion who were 
identified as rapid guessers (i.e., employing RG on a non-negligible number of items) by the primary 
authors. Concerning the latter, we noted the response time effort criteria (RTE; i.e., the proportion of 
non-rapid guessing responses) used for classifying rapid guessers. Next, we coded for the proportion 
of item responses classified as RG in the total sample as well as the average RTE across examinees. 
Outcome (c) was operationalized as a mean raw, scale, or theta estimate reported for a total or 
subsample. For this variable, a study must have presented any test statistic (e.g., χ2, Z, t, F, p̂, r) 
necessary for computing a standardized difference effect size for group-level test performance. Studies 
that only compared participants’ performance between unfiltered and filtered data at the item-level 
were excluded (e.g., Şahin, 2017).

Variable coding

Within each study, four levels of variables were coded: (a) study; (b) sample; (c) assessment; and (d) 
threshold and filtering procedures. Below we discuss the variables coded and the rationale for their 
inclusion.

Study variables
For each study, we coded for the publication year and noted whether the study was published in 
a peer-reviewed journal or in some other venue (e.g., a dissertation; hereon referred to as gray 
literature). Publication type is an important moderator for any meta-analysis, as publication bias, or 
the tendency for journals to more likely publish significant findings, has been shown to influence 
meta-analytic results if not properly addressed (Lin & Chu, 2018).

Sample variables
Five demographic characteristics were considered: (a) sample age; (b) grade; (c) sex; (d) ethnicity; and 
(e) nationality. Of these, only sample grade was considered for the moderator analysis, as older 
examinees have been shown to employ RG at higher rates than their younger counterparts (e.g., 
Rios & Guo, 2020). The remaining variables are presented descriptively to provide a summary of the 
sample characteristics examined in the literature. If a paper included (a) multiple studies or (b) 
multiple samples within the same study, the demographic variables were coded separately for each 
sample/study.

Assessment variables
Three assessment variables, drawn from Rios (2021b), were coded for the moderator analysis. First, 
test content was coded dichotomously as science, technology, math, and engineering (STEM) or non- 
STEM (the latter served as the reference); assessments that included both content areas were coded as 
STEM. This variable was included as prior research has shown that students reported lower effort for 
STEM assessments when compared to non-STEM assessments (Sundre, 1997).

Next, we coded for item type categorically as (a) selected response; (b) open-ended; or (c) 
a combination of the prior. In addition, both the language of the test (dichotomously coded as 
English or other languages or mixed) and the name of the assessment investigated were coded for 
descriptive purposes. Lastly, test length was coded as the total number of items on the assessment. This 
variable was included because prior research has shown that RG increases as the length of an 
assessment grows (Wise & Kingsbury, 2016). Of these variables, only content area and test length 
were included as moderator variables.

6 J. A. RIOS ET AL.



Threshold and filtering variables
Two variables related to the identification of RG were included. The first investigated the RT threshold 
procedure employed to classify RG. Specifically, procedures were dichotomized as either (a) empiri-
cally-based (i.e., utilizing item response accuracy and/or time data to establish RT thresholds) or (b) 
non-empirically-based (i.e., establishing thresholds without the use of empirical data; for more 
detailed information on these procedures, refer to Wise, 2017). It is hypothesized that the degree of 
distortion observed may on average be lower for non-empirically-based procedures, given that these 
procedures tend to classify RG more conservatively (Wise, 2017).

The second moderator variable included was based on the type of filtering procedure employed, 
which included either examinee- or response-level filtering. The former approach listwise deletes 
data for examinees engaging in RG at a rate that exceeds an a-priori criterion, while the latter treats 
any RG response as missing (i.e., downweights the contribution of a RG to zero for ability 
estimation; the former served as the reference). Rios et al. (2017) have shown that observed 
differences between filtering approaches may be present when RG is related to the underlying ability 
of examinees.

Interrater reliability

To examine interrater reliability, the second and third authors each coded 20% of the total studies 
included. For each study, interrater agreement was calculated separately for over 50 descriptive, 
moderator, and effect size variables. An interrater agreement value of 0.80 was set as the criterion 
for establishing rater consistency. Across studies, the overall average percent agreement was 93.7%, 
with agreement equal to 90.25% for the effect size variables. Any rater disagreements were settled 
through discussion between the second and third authors.

Effect size calculations

Upon coding the means and standard deviations of group test performance or theta parameter 
estimates for each study, standardized mean difference effect sizes were first computed for the test 
performance variable based on Cohen’s d formula. These effect sizes were then converted using 
Hedges’ g formula to account for potential overestimation of effect sizes due to small samples. 
These calculations were completed in R version 4.0.0 (R Core Team, 2020).

Publication bias and outlier analysis

Diagnostic analyses of publication bias and outliers were conducted prior to proceeding with the main 
effect and moderator analyses. Given that studies with statistically significant results are more likely to 
be published, one concern of meta-analytic research is that results may be biased by failing to include 
unpublished literature (Greenhouse & Iyengar, 2009). Although a significant effort was made in 
searching for gray literature that met the eligibility criteria of the current study, it was still necessary 
to evaluate the potential presence of publication bias. Two methods, Egger’s test and the trim-and-fill 
method, were employed to test for publication bias. Beyond publication bias, the funnel plot was used 
to identify outliers (i.e., any effect size more than three standard deviations above or below the mean 
effect size). Any effect size deemed to be an outlier was downweighted to be equal to three standard 
deviations from the mean effect size.

Average effect size and heterogeneity

To calculate the average effect size and heterogeneity, an intercept-only meta-regression model was fit 
in the robumeta package in R (Fisher et al., 2016). However, as some studies produced multiple effect 
sizes (e.g., Rios et al., 2017), there was a concern of effect size dependencies, which are associated with 
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biased variance estimates (Matt & Cook, 2009). To mitigate this potential bias, the robust variance 
estimation (RVE) procedure was implemented, which accounts for nested effect sizes in standard error 
calculations.

The heterogeneity of effect sizes was evaluated based on the I2 statistic, which represents the 
proportion of variation in an effect size estimate not due to chance. This statistic is interpreted as 
follows: if I2 > 75%, the sample is said to have high heterogeneity, 75% > I2 > 50% reflects medium 
heterogeneity, and a value below 50% is considered low heterogeneity (Higgins & Thompson, 2002). 
Before proceeding with a moderator analysis, we first checked to see if the sample possessed medium 
to high heterogeneity, as this would indicate that there is significant true variability across effect sizes 
that should be further investigated. If not, the moderator analysis was deemed unwarranted, due to 
a lack of heterogeneity in the sample.

Moderator analysis

The following model was selected to include the most relevant moderating variables: 

Y ¼ β0 þ β1 Sample Gradeð Þ þ β2 Assessment Contentð Þ þ β3 Assessment Contentð Þ

þ β4 Threshold Typeð Þ þ β5 Filter Typeð Þ þ β6 Publication Typeð Þ þ e; (1) 

where Y is the predicted Hedges’ g for test performance, β0 is the average effect size after controlling 
for all other moderator variables, and e is the residual error term. Each of the other coefficients are 
based on the coding procedure previously described in the variable coding section.

Results

Overall, 959 studies were reviewed based on academic database, Internet browsing, expert consulta-
tion, and backward and forward citation searching. Among these 959 studies, 25 were found to meet 
the eligibility criteria (2.5% hit rate; see Appendix A of the supplementary file). Across outcomes, all 
studies included in the sample were written after 2002 and more than half appeared in the last decade 
(2010–2020; 15 out of 25; 60%). Most of the included studies were published in peer-reviewed journals 
(18 out of 25; 72%), with the two most popular outlets, Applied Measurement in Education (6 out of 
18, 33%) and Educational Assessment (3 out of 18, 17%), accounting for 50% of the non-gray literature 
publications.4 The remaining manuscripts did not appear in peer-reviewed journals (i.e., were gray 
literature) at the time of coding and represented works in progress (n = 2), dissertations or theses 
(n = 3), and book chapters (n = 2). All first authors had U.S. institutional affiliations at the time of 
publishing, with Dr. Steven Wise contributing 36% of the articles included in the sample. Appendix 
B of the supplementary file presents the descriptive statistics for sample, methodological, assessment, 
and publication characteristics of all included studies.

Average percentage of rapid guessers and rapid guessing responses

The 25 included studies contained effect sizes for 39 distinct samples based on a total sample size of 
443,264 examinees (the average size for each distinct sample was 11,366). Across studies, an average of 
28.3% of examinees were found to engage in RG for at least one item, while 6.9% of all item responses 
were identified as RG responses. RG was found to be classified primarily by empirically based methods 
(79% of classification procedures sampled), with the most common threshold procedures being RT 
distribution (n = 24), percentile (n = 20), and a mixture of multiple thresholds (n = 20). As expected, 
the percentage of RG responses identified varied greatly by response time threshold procedures. For 

4The remaining publications were from the Journal of Educational Measurement (n = 2), International Journal of Testing (n = 2), 
Educational and Psychological Measurement (n =1), New Directions for Institutional Research (n =1), Library & Information Science 
Research (n =1), Journal of Research on Educational Effectiveness (n =1), and Large-scale Assessments in Education (n =1).
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instance, percentile procedures (i.e., establishing the RG response time threshold based on a percentile 
of the response time distribution; 6.24%) classified RG responses at three times the rate of common- 
k second threshold methods (i.e., a response provided in less than three seconds is reflective of RG; 
2.68%). However, minimal differences were noted across grade (K–12 = 5.14%; postsecondary = 
6.69%) and test content (STEM/mixed = 5.68%; non-STEM = 6.83%) variables. Additionally, of 
examinees that were found to engage in RG, 21% (SD = 29%) were deemed to rapid guess on 
a nonnegligible number of items as determined by a-priori guidelines established by primary authors. 
For the 10 studies that provided information on the criterion utilized, 60% classified the extent of RG 
as nonnegligible if an examinee employed RG for a minimum of 10% of items, while 20% of studies 
utilized a criterion of 20%.

Average effect size and heterogeneity for test performance outcome

Twenty of the 25 included studies examined test performance as an outcome, resulting in 100 effect 
sizes (with each study producing 5 effect sizes on average; SD = 6) based on a total sample size of 
131,808 examinees. Prior to calculating the average effect size and heterogeneity for this outcome, 
outlier and publication bias analyses were conducted. Concerning the former analysis, only one test 
performance effect size was classified as an outlier. To mitigate its influence, this effect size was 
downweighted to three standard deviations from the mean. In regard to publication bias, Eggers’ test 
yielded a significant p-value (p > .9) indicating asymmetry of the effect size distribution, which was 
potentially attributable to publication bias. However, a visual inspection of the distribution suggested 
that this asymmetry was likely not indicative of publication bias, which is typically characterized by 
studies with low/negative effect sizes and high variance (the funnel plot is provided in Appendix C of 
the supplementary file).

Upon downweighting outliers and ensuring that publication bias was minimal, we next calculated 
the mean effect size and heterogeneity across all studies via an intercept-only meta-regression model. 
Results from this model indicated that on average RG distorted aggregated test scores by −0.13 
SDs (p < .001; 95% CI [0.08, 0.18]). Descriptive analyses showed that 95% of effect sizes were negatively 
distorted, while the remaining 5% showed cases of positive score distortion (i.e., test performance 
results were inflated due to RG). Across studies that investigated the test performance outcome, on 
average 18.8% of all examinees were categorized as engaging in non-negligible degrees of RG by 
primary authors based on a-priori criteria, and 7.4% of all item responses were identified as RG 
responses. The degree of heterogeneity across the effect size distribution was deemed to be large via the 
I2 statistic (92.25%), suggesting the need for a moderator analysis to explain the heterogeneity 
(Table 1).

Moderator analysis

Below we describe the difference in effect sizes attributable to moderators by sample, assessment, and 
filtering characteristics, once controlling for publication type, which was a non-significant moderator 
(p= .45). The moderators included accounted for over 21% of variance in effect sizes as shown in the 
model results provided in Table 1.

Sample characteristics
The 20 included studies contained effect sizes for 33 distinct samples, with an average sample size of 
4,436 examinees. Although only reported 75.8% of the time, samples were on average fairly even in 
terms of gender representation (50.8% female). The median participant age was 19 years old, with the 
majority of samples comprised of post-secondary examinees (22 out of 33; 66.67%). After controlling 
for all other moderators, our analysis indicated that the influence of RG on test performance results 
did not differ between higher education and K–12 examinees (p = .28).
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Assessment characteristics
The measurement instruments included in the sample ranged greatly in terms of the number of items 
included (ranging from 26 to 108 items, M = 40.75 items, SD = 16.63) and content area assessed 
(52.83% STEM or mixed); however, no variability in item type was observed, given that every measure 
contained only selected response items. The Measures of Academic progress assessment was the most 
commonly studied assessment across samples (12 out of 53; 22.64%), although many other instru-
ments, such as PISA (n = 5), HEIghten Critical Thinking (n = 4), the Natural World Test (n = 3), and 
the Information Literacy Test (n = 3), among others were included. Nearly all test administrations 
were specified to be in English (93.6%).

Model results did not show a significant decrease in test performance results as the number of items 
on an assessment increased (p= .29). However, when comparing STEM and non-STEM assessments, 
the latter type was found to be associated with greater distortion of test performance results by −0.08 
SDs (p= .02, 95% CI [0.02, 0.13]; Figure 1).

Filtering procedure
Across studies, the majority of effect sizes came from thresholds relying on empirical methods 
(n = 78). Specifically, the most common RT threshold approach was based on inspecting RT 
distributions (n = 26). Common k-second (n = 14), percentile (n = 11), a combination of RT 
and accuracy (n = 9), and surface feature methods (n = 8) were less common; however, it 
should be noted that 32 effect sizes came from employing a combination of multiple proce-
dures. In investigating whether threshold type impacted the distortion of aggregated test 
scores, no significant differences were found between empirical and non-empirical threshold 
types (p = .13).

Once defining RG responses based on a given threshold approach, practitioners are next 
confronted with how to filter such responses. Our results showed that of the 100 effect sizes in 
the sample, 38% were based on examinee-level filtering, while the remaining were calculated 
using response-level filtering. An examination of filtering type as a moderator demonstrated 

Table 1. Differences in Effect Sizes Attributable to Moderators.

Null Model (k = 20; n = 100)I2 = 92.25 Moderator Model (k =20; n = 100)I2 = 70.96

Moderator Estimate S.E. 95% CI Estimate S.E. 95% CI

Intercepta 0.13 0.02 0.08, 0.18 0.16 0.04 0.06, 0.26
Participant Characteristics
Ageb – – – 0.04 0.03 −0.04, 0.11
Assessment Design
Assessment Length – – – −0.00 0.00 −0.00, 0.00
Test Contentc – – – 0.08* 0.03 0.02, 0.13
Methodology
Filter Typed – – – −0.16** 0.03 −0.22, −0.09
Threshold Typee – – – −0.05 0.03 −0.13, 0.03
Publication Typef

Grey Literature – – – 0.02 0.03 −0.05, 0.09

*p < .05; **p< .01 
Robust standard errors are provided in parentheses. 
aThe intercept is interpreted as the average effect size for independent samples that are published as gray literature, included a K-12 

sample, a non-stem assessment with 0 items, employed a non-empirical threshold procedure and examinee-level filtering. 
bAge was dichotomously coded (reference was K-12). 
cTest content was dichotomously coded (reference was STEM or mixed). 
dFilter type was dichotomously coded (reference was examinee-level). 
eThreshold type was dichotomously coded (reference was non-empirical). 
fGray literature was dichotomously coded (reference was peer-reviewed). 
Based on a prior hypotheses, a one-tailed statistical test was employed for the following moderators: (a) age, (b) assessment length, 

(c) test content, (d) threshold type, (e) filter type, and (f) gray literature.
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that after controlling for all other variables, the influence of examinee-level filtering was 
associated with an effect size that was 0.16 SDs higher than response-level filtering (p= .001, 
95% CI [−.22, −.09]; Figure 2).

Discussion

The objective of the present meta-analysis was to quantify the average degree of aggregated test score 
distortion related to RG. Overall, across the studies sampled, on average approximately 28% of 
examinees were found to employ RG on 7% of responses. These percentages were associated with 
an average distortion of −0.13 SDs, which is nearly equivalent to one-half a year reduction in the 
average annual change score in science for K–12 students in the United States (0.29 SDs; Bloom et al., 
2008). Furthermore, it is greater than the performance differences in achievement shown between 
students whose family receives social welfare resources/government aid and those that do not (−0.12; 
Visible Learning, 2018). The magnitude of score distortion observed supports concerns raised by prior 
researchers in how RG can undermine the validity of inferences in areas such as achievement gains 
(e.g., Wise & DeMars, 2010), treatment effects (e.g., Osborne & Blanchard, 2011), teacher quality 
evaluations (e.g., Williams, 2015), and subgroup differences (e.g., Rios, 2021a).

Figure 1. Effect Sizes for Test Performance Distortion Grouped by Content Area. Note. The figures above provide the reader with the 
effect size distributions disaggregated by test content area. The presented average effect sizes do not account for other moderators. 
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Both test content and filtering procedure moderated the association between RG and score 
distortion after controlling for other sample, assessment, and methodological characteristics. In 
terms of test content, RG on non-STEM assessments was associated with greater score distortion. 
This finding was surprising as students have been shown to engage in higher rates of RG for STEM 
assessments, due to a perceived lack of content knowledge and interest (Sundre, 1997). One 
potential hypothesis for this counterintuitive finding is that test content may be confounded with 
other assessment characteristics, such as item difficulty. Specifically, the degree of score distortion is 
driven by the difference between an item’s weighted difficulty and the true ability of an examinee 
engaging in RG (i.e., distortion will be greater when examinees engage in RG for items in which they 
have a high probability of successfully answering; Rios et al., 2017; Rios & Soland, 2021b). Thus, if 
non-STEM tests were on average easier, lower rates of RG could have higher potential score 
distortion compared to STEM assessments. Unfortunately, this hypothesis could not be investigated 
in the current meta-analysis, as primary authors generally did not include assessment details beyond 
item type.

A second significant moderating effect indicated that the filtering procedure employed influenced 
the degree of score distortion observed. Specifically, the average degree of distortion was higher by 0.16 
SDs for examinee- versus response-level filtering. According to simulation research conducted by Rios 
et al. (2017), differences in filtering procedures are only expected when examinees with predominantly 
low true abilities engage in RG. The reason for this finding is that listwise removal of data from low 

Figure 2. Effect Sizes for Test Performance Distortion Grouped by Filtering Procedure. Note. The figures above provide the reader 
with the effect size distributions disaggregated by test filtering procedure. The presented average effect sizes represented by the 
vertical dotted lines do not account for other moderators. 
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ability rapid guessers artificially inflates group performance, whereas response-level filtering is more 
robust to such score distortions (Rios et al., 2017). Although minimal information was provided by 
primary authors on the ability characteristics of rapid guessers, it is possible that the observed 
differences in filtering procedures is a proxy for ability differences between effortful and RG 
subgroups.

Limitations and directions for future research

A number of limitations associated with this study should be noted. First, although a concerted effort 
was made to include a diverse set of literature search strategies, some pertinent papers may have been 
missed based on only including English language manuscripts and failing to consult professional 
research organization listservs.

Second, the reported degree of test score distortion is an estimate limited by the procedures 
employed by primary authors to identify and classify RG behavior. For instance, if primary studies 
employed response time thresholds that were too strict, RG may have been underidentified (Wise & 
Kuhfeld, 2020), leading to potentially understated score distortion. Our descriptive results did show 
large variations in the percentage of RG responses identified by response time threshold procedures, 
supporting prior research (Rios & Deng, 2021) and suggesting that classification procedures may have 
influenced observations of score distortion. Although researchers have utilized multiple proxies to 
identify RG (e.g., Harmes & Wise, 2016; Şahin & Colvin, 2020), they are all indirect indicators of 
examinee behaviors that make strong assumptions to infer the occurrence of RG behavior. Given that 
one can never truly know whether an examinee is engaging in full or partial effortful responding, the 
results from this paper should be interpreted as an estimate of score distortion that is dependent on 
how primary authors classified RG, and thus, may not accurately reflect true bias.

In addition, given a large degree of missing information, we were unable to include all moderators of 
interest in our analyses. Two unavailable moderators that should be examined in future investigations 
are test difficulty and administration procedures. Concerning the former, prior research has shown that 
the influence of RG on aggregated test scores is generally greater when average item difficulty is low 
(Rios et al., 2017). Thus, it is likely that the variability observed is associated with not only the rate of 
RG, but also test difficulty. This should be considered when interpreting findings in operational settings.

One context of test administration procedures that could be important to investigate in the 
future is whether individual feedback is promised as an incentive for examinees. Previous research 
findings suggest that individuals’ intrinsic motivation can be increased by providing performance- 
contingent feedback that is perceived to be informative of competence (Ryan et al.,1983). Therefore, 
although a testing context may be low-stakes for individual examinees, their desire to obtain 
accurate performance feedback may increase test-taking effort. In such contexts, we may observe 
that RG’s influence on test performance results may be greatly mitigated, which may explain 
variance in the effect sizes observed in our sample; however, as noted, we were unable to investigate 
this hypothesis due to limited information on assessment contexts provided by primary authors.

Implications

Although the Standards for Educational and Psychological Testing stipulates that “the degree of 
motivation of test takers” should be investigated to determine the validity of test score interpretations 
(American Educational Research Association et al., 2014, p. 213), there is little evidence that opera-
tional testing programs heed this advice (see Wise & Kuhfeld, 2020). Our results provide clear 
empirical evidence that RG is a concern for a variety of low-stakes testing contexts that differ by 
content area, examinee population, and settings. Specifically, we show that across 25 empirical studies 
the average percentage of examinees engaging in some form of RG is over one-quarter of test-takers, 
resulting in an approximate average of 7% RG responses and a negative score distortion of 0.13 SDs. 
These results have important implications for both research and practice.
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From a research perspective, the descriptive findings presented can influence methodological work 
on the topic of RG. As an example, past simulation studies have investigated RG in contexts that vary 
the total percentage of simulees engaging in RG to be as high as 40% with RG responses comprising as 
much as 20% of all responses (e.g., Rios et al., 2017). Such simulation work perhaps has overstated the 
influence of RG on aggregated score inferences based on simulating contexts that may not best reflect 
actual examinee behavior in practice. Thus, results from this meta-analysis may not only assist 
researchers in better interpreting the plausibility of past simulation work, but it can also guide the 
future development of simulation studies by assisting researchers in choosing appropriate parameters 
that better reflect RG in reality.

In addition, the observed average rate of rapid guessers suggests that this construct-irrelevant 
behavior is a non-trivial concern amongst examinees and points out the need for assessment and 
testing specialists to consider employing interventions to improve examinee effort in such testing 
contexts. Wise and DeMars (2005) have noted that there are four broad categories of strategies to do 
so, which include: (a) increasing test relevance; (b) altering the test administration process (e.g., having 
proctors remind students to employ their maximal effort); (c) promising feedback; (d) offering 
external incentives. In a recent meta-analysis investigating these strategies, Rios (2021b) found that 
across 60 effect sizes, interventions improved test-taking effort (both self-reported and based on RT) 
by an average of 0.13 SDs (the same magnitude of negative score distortion found in this study), with 
external incentive interventions positively improving effort by an average of 0.37 SDs. Further work is 
needed to understand the generalizability of these interventions across varying examinee populations 
and assessment contexts; however, initial evidence suggests that they may be an effective solution to 
improving test-taking effort.

As interventions may not fully mitigate RG for all examinees, effective approaches to identifying 
RG and filtering/modeling such responses is needed. Given that computer-based test administrations 
continue to increase, one of the most popular proxies of RG is response time. However, to date, it is 
assumed that response time threshold methods can accurately classify RG responses. A failure to meet 
this assumption will lead to the inclusion of psychometrically uninformative and biased information 
(Rios, 2022b). Thus, foundational research that incorporates multiple sources of evidence, such as eye- 
tracking, cognitive interviews, self-report measures, facial emotions, etc., is needed to support the 
validity of employing response times as a proxy of effort. There is also an opportunity for practitioners 
to utilize log-file information (e.g., RT, number of mouse clicks) that goes beyond response times as 
proxies of test-taking engagement. For instance, these proxies could be leveraged by establishing 
solution behavior progressions for each item in which typical behaviors of engaged examinees would 
be evaluated. For examples of utilizing multiple sources of log-file information to gauge examinee 
effort, the reader is referred to Harmes and Wise (2016) and Şahin and Colvin (2020).

Once identifying RG responses, deciding on how to best filter or model such responses is 
needed. To date, many researchers are still utilizing listwise deletion of data from examinees 
employing RG. The use of listwise deletion in practice is highly discouraged as it can lead to 
significant bias in estimation when RG responders are typically of low ability – a situation that 
can occur in some applied contexts (e.g., Deribo et al., 2021; Rios et al., 2017). Although 
response-level filtering may be a more robust option, it stills assumes that RG responses are 
ignorable (i.e., non-RG responses are a random sample of all true item responses). Under high 
rates of RG, large bias can be observed when treating RG responses that are related to examinee 
ability as missing/not-administered (see Rios & Soland, 2021b). Thus, researchers/practitioners 
should evaluate the ignorability assumption prior to employing either examinee- or response-level 
filtering. If this assumption is untenable, practitioners may benefit from adopting alternative 
approaches that leverage IRT to downweight RG responses, such as robust likelihood estimation 
(Rios, 2022a) and multidimensional IRT models that account for the covariance between exam-
inee proficiency and engagement propensity (e.g., Deribo et al., 2021; Liu et al., 2019). However, 
more research is needed to examine the robustness of these procedures under varying RG 
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contexts. Viable solutions will need to consider the readily available capabilities and resources 
that practitioners have at hand. A failure to consider these factors will likely lead to minimal 
operational adoption.

Regardless of the filtering/modeling approach employed, there have been minimal investigations 
exploring how best to incorporate RG information into score reporting. A likely reason for this is that 
few operational testing programs evaluate examinee test-taking effort. However, once doing so, 
ensuring that score users are aware that measurement specialists have made efforts to mitigate the 
potential deleterious effects of RG is critical to strengthening the perceived credibility of the assess-
ment results. Identifying effective communication methods about employment of this construct- 
irrelevant behavior will require piloting score report designs with score users via cognitive interview-
ing to confirm that the information is both accessible and comprehensible. Effective communication is 
of particular importance given concerns about the lack of assessment literacy amongst educational 
practitioners and stakeholders (Popham, 2009). Although there is much work to be done to mitigate, 
identify, filter/model, and communicate issues around RG behavior to score users, it is our hope that 
this meta-analysis has helped to both quantify the potential distortion that RG presents and laid the 
foundation for future research.
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